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Abstract

Three experiments investigated the roles of intrinsic directions of a scene and observer’s
viewing direction in recognizing the scene. Participants learned the locations of seven objects
along an intrinsic direction that was different from their viewing direction and then recognized
spatial arrangements of three or six of these objects from different viewpoints. The results
showed that triplets with two objects along the intrinsic direction (intrinsic triplets) were easier
to recognize than triplets with two objects along the study viewing direction (non-intrinsic trip-
lets), even when the intrinsic triplets were presented at a novel test viewpoint and the non-
intrinsic triplets were presented at the familiar test viewpoint. The results also showed that
configurations with the same three or six objects were easier to recognize at the familiar test
viewpoint than other viewpoints. These results support and develop the model of spatial mem-
ory and navigation proposed by Mou, McNamara, Valiquette, and Rump [Mou, W., McNa-
mara, T. P., Valiquiette C. M., & Rump, B. (2004). Allocentric and egocentric updating of
spatial memories. Journal of Experimental Psychology: Learning, Memory, and Cognition,
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1. Introduction

Successful human navigation relies on mental representations of spatial relations
among important elements in the surrounding environment. There are at least two
primary spatial processes calling on the representation of spatial relations. One such
process is to judge the direction and distance of landmarks and navigational goals,
which may be in the immediate environment or unseen. A second key process is to
recognize visually the spatial relations in the immediate environment to maintain
one’s orientation or to reorient. The goal of this project was to investigate whether
a common spatial representation or two different spatial representations supported
these two spatial behaviors.

A decade ago, McNamara and his colleagues (Diwadkar & McNamara, 1997; Shel-
ton & McNamara, 1997) obtained evidence indicating that both spatial behaviors used
the same egocentric spatial representations. In the experiments of Diwadkar and McNa-
mara, participants learned the locations of 7 objects on a table from a single viewpoint.
Participants then made old-new recognition judgments on the test scenes consisting of
pictures of the learned configuration taken at the familiar viewpoints and several novel
viewpoints and pictures of novel configurations of the same objects. For the pictures of
the learned configuration, recognition performance was better for the experienced views
than for the novel views. In parallel, Shelton and McNamara reported that judgments of
relative direction were learning orientation dependent. Participants learned the loca-
tions of several objects on the floor from two orthogonal viewpoints successively. Par-
ticipants then moved to a different room and made judgments of relative directions
(‘‘Imagine you are standing at X, facing Y, please point to Z’’) using spatial memory.
The results showed that judgments of relative direction were better at the imagined head-
ings parallel to the learning directions than at the novel imagined headings.

In the past decade, many studies have replicated the finding that human visual
scene recognition is viewpoint dependent, such that recognition performance is bet-
ter for experienced views than for novel views (e.g., Burgess, Spiers, & Paleologou,
2004; Christou & Bülthoff, 1999; Diwadkar & McNamara, 1997; Shelton & McNa-
mara, 2001, 2004a, 2004b; Simons & Wang, 1998; Wang & Simons, 1999). However,
recent evidence suggests that judgments of relative direction may not be learning
viewpoint dependent; instead they may be intrinsic-orientation dependent, such that
pointing performance is better for novel imagined headings parallel to directions
highlighted by the experimenter (Mou & McNamara, 2002).1
1 Intrinsic-orientation dependent pointing judgments suggest that the spatial representations in long-
term memory that support the pointing judgments are allocentric. Clearly the allocentric spatial
representation must be translated into egocentric coordinates by aligning the egocentric front with the
imagined facing direction when participants point to the target object.
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In one experiment of Mou and McNamara’s (2002) study, participants viewed an
array of objects from a single viewpoint (315�) but were instructed to learn the layout
along an intrinsic direction (0�), which was 45� different from the viewing direction.
After learning, participants moved to a different room and made judgments of rela-
tive direction using their memories of the spatial layout of the objects. Participants
were better able to perform the task from a novel imagined heading (0�), which was
parallel to the intrinsic direction instructed, than from the imagined heading they
actually experienced (315�). Mou and McNamara proposed that people use intrinsic
frames of reference to specify locations of objects in memory. More specifically, the
spatial reference directions, which are established to represent locations of objects,
are not egocentric (e.g., Shelton & McNamara, 2001). Instead the spatial reference
directions are intrinsic to the layout of the objects. There is an infinite number of
possible intrinsic directions inside a layout of several objects. A small number of
them (1 or 2 typically) is selected using cues available to the participant, such as
the participant’s viewing perspective, properties of the layout (e.g., the symmetric
axis of a layout), the structure of the environment (e.g., geographical slant), and even
instructions.

Dissociations in the patterns of results in scene recognition and judgments of rel-
ative direction have also been demonstrated (e.g., Shelton & McNamara, 2001,
2004a, 2004b; Valiquette & McNamara, in press). For example, in one experiment,
Shelton and McNamara (2004b) had one participant (the director) view a display of
objects from a single perspective and describe the display to a second participant (the
matcher) from a perspective that differed from the viewing perspective. The director’s
memory for the spatial layout was tested using judgments of relative direction and
scene recognition. The results showed that performance for judgments of relative
direction was best at the imagined heading parallel to the described view, whereas
the performance for scene recognition was best at the visually perceived view.

One hypothesis that has been advanced to explain this dissociation is that two
independent spatial representations may be formed when participants learn a spatial
layout visually (e.g., Valiquette & McNamara, in press). One of these representations
seems to preserve interobject spatial relations, and is used to make judgments of rel-
ative direction, whereas the other is a visual memory of the layout, and supports
scene recognition. Spatial memory is organized with respect to intrinsic frames of
reference as suggested by Mou and McNamara (2002), so judgments of relative
direction appear to be intrinsic-orientation dependent. Visual memory is formed
from the experienced viewpoints, so scene recognition is viewpoint dependent.

In this project, we propose and test an alternative hypothesis to reconcile the con-
trasting results from visual scene recognition and judgments of relative direction.
This hypothesis derives from and develops the model of spatial memory and naviga-
tion that was proposed by Mou, McNamara, Valiquette, and Rump (2004; see also,
Waller & Hodgson, 2006). According to this model, the human navigation and spa-
tial representation system comprises two subsystems: The egocentric subsystem com-
putes and represents transient self-to-object spatial relations needed to control
locomotion (e.g., walking through apertures, such as doorways). These spatial rela-
tions are represented at sensory-perceptual levels and decay relatively rapidly in the
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absence of perceptual support or deliberate rehearsal. The environmental subsystem
is responsible for representing the enduring features of familiar environments. In this
subsystem interobject spatial relations are represented in terms of a small number
(typically 1 or 2) of intrinsic reference directions or axes (e.g., Mou & McNamara,
2002). Furthermore the location and orientation (viewing direction) of the observer
are also originally represented with respect to the same intrinsic reference direction.
When people move in the environment they update their location and orientation
with respect to the intrinsic frame of reference.

This theoretical framework is illustrated in Fig. 1a. Participants’ study viewing
direction is illustrated by the solid arrow and the intrinsic reference direction is illus-
trated by the dashed arrow. The angular directions from object 1 to object 3 (a13),
from object 1 to object 2 (a12), and from object 1 to object 4 (a14) are all specified
with respect to the intrinsic reference direction. Judgments of angular directions with
respect to a direction parallel to the intrinsic reference direction are easier than judg-
ments of angular directions with respect to other directions because the angular
directions with respect to the intrinsic reference direction are represented but the
angular directions with respect to other directions are not represented and need to
be inferred (e.g., Klatzky, 1998). These inferential processes introduce observable
costs in terms of latency and error. For example, people are better assessing the
angular direction from object 1 to object 3 with respect to the direction from object
1 to object 2 than with respect to the direction from object 1 to object 4. This model
can readily explain the intrinsic-orientation dependent performance in judgments of
relative direction.

We hypothesized that scene recognition uses the same spatial representation as
judgments of relative direction. The goal in scene recognition is to determine whether
the layout of objects in the test scene is the same as the represented layout of the
objects in the remembered study array. The processes involved in this decision will
be facilitated if the test scene can be represented in a manner that is congruent with
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Fig. 1. The model of spatial memory for scene recognition
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the mental representation of the study array. Our conjecture is that the reference
direction in the mental representation can be identified more efficiently in a test scene
that contains at least two objects on an axis parallel to the reference direction than in
a test scene that does not contain any objects parallel to the reference direction. Suc-
cessful identification in the test scene of the represented reference direction in turn
facilitates the decision about whether it matches the study array. Hence the above
model makes a novel prediction about performance in scene recognition: People will
be better able to recognize a scene containing at least two objects that lie on an axis
parallel to the intrinsic reference direction than a scene that does not have two
objects falling on a line parallel to the intrinsic reference direction. For example, rec-
ognizing the triplet of objects 1, 2, 3 in Fig. 1a would be easier than recognizing the
triplet of objects 1, 3, 4 because in the former triplet objects 1 and 2 lie on the intrin-
sic reference direction, whereas in the latter triplet there are not two objects falling
on a line parallel to the intrinsic reference direction.

According to the model proposed by Mou et al. (2004), people also represent their
viewing direction at study with respect to the intrinsic reference direction and update
their orientation with respect to the intrinsic reference direction when they move
around the studied layout. If people are tested at the study position and the test view
is different from the study view, the reference direction of the target scene is oriented
differently from the reference direction in the mental representation. We assume that
when the reference direction of the target scene is oriented differently from the rep-
resented reference direction in memory (i.e., the test view is different from the study
view), people need to align these two intrinsic directions (e.g., Ullman, 1996). For
example, participants need to align the intrinsic reference direction defined by objects
1 and 2 at test (Fig. 1b) with the intrinsic reference direction defined by objects 1 and
2 at study (Fig. 1a). We also assume that processing costs are introduced during the
alignment of the intrinsic reference directions. Because participants do not need to
align the intrinsic reference direction when the test view is the same as the study view,
scene recognition appears to be viewpoint dependent when the intrinsic orientation
effects are constant across different testing viewpoints.

This prediction also holds if people are disoriented between study and test or are
tested in a room different from the study room. Under such conditions, people lose
track of their orientation with respect to the studied layout and retrieve the repre-
sented intrinsic reference direction as if they were still facing in the study viewing
direction (for evidence, see Mou, McNamara, Rump, & Xiao, 2006). Hence the spa-
tial relations between their body orientation and the represented intrinsic reference
direction do not change from study to test. In other words, the represented reference
direction with respect to the test viewing direction is the same as the represented ref-
erence direction with respect to the study viewing direction.

Why was intrinsic-orientation dependence in scene recognition not observed pre-
viously (e.g., Shelton & McNamara, 2004b; Valiquette & McNamara, in press)?
Shelton and McNamara have shown that scene recognition is viewpoint dependent
even when the intrinsic directions were dissociated from the study viewing direction.
In previous studies, however, the same configuration was displayed from different
viewpoints. We hypothesized that the intrinsic-orientation effect would disappear
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if the same configuration was tested from different viewpoints because the interobject
spatial relations with respect to the intrinsic reference direction would be the same
across all viewpoints. Instead a viewpoint dependent pattern should appear because
the intrinsic reference direction in the mental representation and the identified intrin-
sic reference direction in the target scene would need to be aligned when the study
view was different from the test view.

In summary, we hypothesized that the inconsistent findings from the paradigms of
scene recognition and judgments of relative direction might not be due to the differ-
ent tasks that rely on different representations. Rather we hypothesized that scene
recognition, just as judgments of relative direction, also relies on an allocentric spa-
tial memory that preserves interobject spatial relations and the study viewing direc-
tion of the observer with respect to the intrinsic frame of reference. Scene recognition
is intrinsic-orientation dependent in the sense that intrinsic triplets, in which two
objects lie along the intrinsic reference direction, are easier to recognize than non-
intrinsic triplets, in which there were no two objects falling in the intrinsic reference
direction. Scene recognition is viewpoint dependent in the sense that the same con-
figurations are easier to recognize when the test view is the same as the study view
than when they are different.

Three experiments were conducted to test these hypotheses. Experiments 1A and
1B investigated whether scene recognition could also be intrinsic-orientation depen-
dent as observed in judgments of relative direction when intrinsic triplets were tested
at the viewpoint parallel to the intrinsic direction, whereas non-intrinsic triplets were
tested at the viewpoint parallel to the study viewing direction. Experiment 2 tested
whether the intrinsic-orientation effect would disappear but the learning viewpoint
effect would appear when the same configurations were tested from different view-
points. Experiment 3 was designed to factorially dissociate the intrinsic-orientation
effect and learning viewpoint effect in scene recognition.
2. Experiment 1A

In Experiment 1A, participants learned locations of objects from the point of view
labeled 315� (Fig. 2). They were asked to learn the locations of the objects according
to the columns in the 0–180� direction, as indicated by the experimenter (e.g., clip–
hat; glue–wood–ball; lock–candle) and were required to name and point to the
objects in a manner consistent with this organization. Hence the 0� to �180� axis
was established as the intrinsic orientation. The same sets of triplets used by Mou
and McNamara (2002) were presented visually at the viewpoint specified by the
imagined heading in judgments of relative direction. For example, corresponding
to the trial ‘‘Imagine you are standing at the wood, facing the ball, please point to
the lock’’, the triplet wood–ball–lock was visually presented at the viewpoint estab-
lished by the wood and the ball (0� in Fig. 2). The main purpose of the experiment
was to determine whether scene recognition relies on visual memory that is viewpoint
dependent or spatial memory that is intrinsic-orientation dependent, in particular,
whether performance would be best for the view of 315� or 0�.



180° 

135° 
225° 

90°270° 

45°

315° 

Viewing 

Position 
0°

Fig. 2. The layout of objects used in Experiments 1A, 2, and 3. (315� indicates the study viewing position;
0� indicates the intrinsic direction.)

756 W. Mou et al. / Cognition 106 (2008) 750–769
2.1. Method

2.1.1. Participants

Twenty university students (10 men, 10 women) participated for the return of
monetary compensation.

2.1.2. Materials and design

A cylindrical room (3 m in diameter) with walls covered in black curtains was
used as the learning room. The layout consisted of a configuration of seven common
objects whose longest dimension was approximately 5 cm (see Fig. 2). The objects
were placed on a circular table covered by a grey mat (50 cm in diameter, 48 cm
above the floor). The configuration was the same as that used by Mou and McNa-
mara (2002) except that the size was smaller. The distance between the clip and the
hat was 14.14 cm. The table was placed in the middle of the learning room. There
was a chair (seated 42 cm high) located at the viewing position, with the back of
the chair 100 cm from the middle of the table.

Another room on the same floor was used as the testing room, where a table and a
chair identical to those in the learning room were placed. The distance between the
chair and the table was identical to that in the learning room. Virtual objects instead
of real objects were displayed on a virtual table that exactly occupied the location of
the real table with a fiducial-based video see-through virtual reality system (Owen,
Tang, & Xiao, 2003). All of the virtual objects and the virtual table were virtual ana-
logs of the real ones in the learning room and were presented with the exact scale.
The virtual reality system consists of a light (about 7 oz) glasses-like I-glasses PC/
SVGA Pro 3D head-mounted display (HMD, I-O Display Systems, Inc. California)
with a small video camera attached, and a group of 4 fiducials printed on a paper on
the top of the table. The HMD supplied identical images to both eyes at a resolution
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of 800 by 600 pixels and a field of view (FOV) of 26� diagonally for each eye. The
virtual objects and the virtual table were rendered with an ATI Radeon graphics
accelerator that updated the graphics on the display at 60 Hz. The virtual objects
and the virtual table were presented on the origin of the coordinates (superimposed
at the center of the table) which was defined by the groups of fiducials and could be
recognized by the video camera mounted on the HMD. The participants were
required to look at the center of table, so the virtual objects and the virtual table
could be seen at the center of the FOV through the HMD.

The recognition test materials consisted of 48 target scenes and 48 distractor
scenes. Each target scene consisted of a view of the array of objects with only three
of the seven objects present. Six sets of three objects were used for each of eight views
(0–315� in 45� increments; see Fig. 2). For example, the trials for the view of 0� (the
instructed intrinsic direction) were: wood–ball–clip, wood–ball–lock, lock–candle–
wood, lock–candle–hat, clip–hat–wood, and clip–hat–glue. The test trials at 315�
(the study viewing direction) were: hat–ball–clip, hat–ball–lock, glue–candle–clip,
glue–candle–hat, clip–wood–glue, clip–wood–candle. The three locations in each tar-
get scene corresponded to locations used by Mou and McNamara (2002) in judg-
ments of relative direction. For example, the 0� target scene containing wood,
ball, and lock corresponded to a judgment of relative direction in Mou and McNa-
mara’s study of the following form: ‘‘Imagine you are standing at the wood, facing
the ball. Point to the lock.’’ Hence, two objects in each target scene defined an axis
parallel to the point of view represented by the scene. The distractor scenes were cre-
ated from the target scenes by mirror reflecting the target scenes about the viewing
axis at test.2

The primary independent variable was the test view (0–315� in 45� increments; see
Fig. 2). The dependent measures were response latency and accuracy. Response
latency was measured as the time from presentation of the test configuration to
the target response.

2.1.3. Procedure

2.1.3.1. Learning phase. Before entering the study room, each participant was
instructed to learn the locations of the objects for a scene recognition test and given
one configuration of four objects as a practice so that the participant would be famil-
iar with the procedure. The participant was blindfolded and led to be seated in the
chair at the viewing position (315� in Fig. 1) in the learning room. The blindfold was
removed and the participant was asked to learn the locations of the objects accord-
ing to the columns in the 0–180� direction, as indicated by the experimenter (e.g.,
clip–hat; glue–wood–ball; lock–candle). The participant viewed the display for 30 s
2 We used mirror-image distractors because they are uniquely associated with target scenes, unlike
random configurations of objects or distractors constructed by switching the positions of objects.
Participants were never informed that the distractors were mirror-images and they were asked to decide
whether the three objects in the test scene were in the correct spatial configuration, regardless of view
point.
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before being asked to name and point to the objects with eyes closed. All participants
named and pointed to the objects in an order consistent with the intrinsic axis. The
order in which columns of objects were identified was changed from trial to trial.
Five study-test trials were used.

2.1.3.2. Testing phase. After learning the spatial layout, participants were taken to
the testing room. They were seated in the testing chair and faced the testing table
on which the virtual objects and the virtual table would be presented. Participants
wore the head mounted display and held a mouse, which was mounted firmly on
a bar stool placed to the right of the test chair, with their right hand. Participants
were required to look at the center of the real table through the HMD. Then the
camera image of the real environment was turned off. Each test scene was presented
on the virtual table, which occupied the location of the real table, once the experi-
menter pressed the space key on a keyboard. The scene disappeared once the partic-
ipants pressed the mouse buttons (right button for target configurations and left
button for distractor configurations). Participants were asked to decide whether
the three objects in the test scene were in the correct spatial configuration, regardless
of viewpoint. Participants were instructed to make their responses as rapidly as pos-
sible without sacrificing accuracy.

2.2. Results

Only the responses to the target configurations were analyzed. Response latency
of the correct responses was analyzed in an ANOVA with one term for test view (0–
315� in 45� steps). In this and all subsequent experiments, error rate was low on every
test view (less than one error at each viewpoint) and showed the same general pattern
as response latency. There was no evidence of speed–accuracy trade-offs. In the inter-
est of brevity, we only report response latency.

Mean response latency is plotted in Fig. 3 as a function of test view. As shown in
the figure, the major finding was that participants were quicker recognizing the target
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Fig. 3. Response latency in scene recognition as a function of test view in Experiment 1A. (All participants
viewed the layout from 315� and were instructed to learn it along the 0–180� axis. Error bars are
confidence intervals corresponding to ±1 standard error of the mean as estimated from the ANOVA.)
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scenes with the view of 0�, which corresponded to the intrinsic axis, than with the
view of 315�, which corresponded to the study view. In other words, performance
in scene recognition was better for a novel view than for a familiar view.

This conclusion was supported by statistical analyses. The overall effect of test
view was significant, F(7,133) = 6.06, p < .001, MSE = 2.46. Pairwise comparisons
showed that response latency was shorter for the view of 0� than for all other views
(ts[133] P2.21).

2.3. Discussion

The results of Experiment 1A indicated that scene recognition, like judgments of
relative direction, could be intrinsic-orientation dependent suggesting that scene rec-
ognition relies on spatial memories organized with respect to intrinsic frames of ref-
erence (e.g., Mou & McNamara, 2002), rather than viewpoint dependent visual
memories (e.g., Diwadkar & McNamara, 1997). To our knowledge, this is the first
such demonstration in the spatial memory literature. A possible limitation of this
experiment is that different sets of objects were used for each view; it is therefore pos-
sible that participants were faster on the test view of 0� because the triplets of objects
used in those target scenes were easier to recognize for some reason. Experiment 1B
was designed to control for this confound.
3. Experiment 1B

In Experiment 1B, we exchanged the viewing direction and the intrinsic direction
in Experiment 1A; that is, participants viewed the layout at the position of 0� and
were instructed to learn the locations of objects along the intrinsic axis 315–135�.
We used the same test scenes as in Experiment 1A. If scene recognition relies on
an intrinsic-orientation dependent spatial representation, then performance should
be best at 315�; however, if the results of Experiment 1A were caused by the con-
founding of materials with test view, performance should still be best at 0�.

3.1. Method

3.1.1. Participants

Twenty university students (10 men, 10 women) participated for the return of
monetary compensation.

3.1.2. Materials, design and procedure

The materials, design and procedure were similar to those in Experiment 1A
except for the following modifications: In the learning phase, the participant was
led to be seated in a chair with 0� as the viewing direction; after the blindfold was
removed, the participant was asked to learn the locations of the objects according
to the columns in the 315–135� direction, as indicated by the experimenter (e.g.,
hat–ball; clip–wood; glue–candle; lock).
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3.2. Results and discussion

Only the responses to the target configurations were analyzed. Response latency
of the correct responses was analyzed in an ANOVA with one term for test view (0–
315� in 45� steps).

Mean response latency is plotted in Fig. 4 as a function of test view. As shown in
the figure, the major finding was that participants were quicker recognizing the target
configurations with the view of 315�, which corresponded to the intrinsic direction,
than with the view of 0�, which corresponded to the study view. In other words, per-
formance in scene recognition was again better on a novel view (now 315�) than on a
familiar view (now 0�).

The main effect of test view was significant, F(7,133) = 2.79, p < .01, MSE = 3.29.
Pairwise comparisons showed that response latency was shorter for the view of 315�
than for all other views (ts[133] P2.11) with exception of 45� (t[133] = 1.84) and 135�
(t[133] = 1.71), which were significant using one-tailed t-test.

These results eliminate the possibility that the pattern of intrinsic-orientation
dependence observed in Experiment 1A was caused by irrelevant visual differences
between triplets of objects used at 0� and those used at 315� and suggest that scene
recognition relies on spatial memory that is intrinsic-orientation dependent.

As described previously, we hypothesized that the intrinsic-orientation effect
observed in Experiments 1A and 1B occurred because all sets of objects used in
the intrinsic direction had two objects parallel to the intrinsic reference direction
in the mental representation, whereas some sets of objects used in other directions
did not (although they did have two objects parallel to the tested viewing direction).
We expected that the intrinsic-orientation effect would disappear if the same config-
uration was tested from different viewpoints because in a specific configuration the
interobject spatial relations with respect to the intrinsic reference direction are iden-
tical across all viewpoints. Instead a viewpoint dependent pattern would appear
because the intrinsic reference direction in the mental representation and the identi-
fied intrinsic reference direction in the target scene would need to be aligned when
the study view was different from the test view. Experiment 2 was designed to test
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Fig. 4. Response latency in scene recognition as a function of test view in Experiment 1B.
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this hypothesis. Experiment 2 also allowed us to determine whether the results of
Experiments 1A and 1B were caused by participants having learned the layout from
an instructed viewpoint. Participants in Experiment 2 were also instructed to learn
the layout along a nonegocentric axis, as in Experiments 1A and 1B, but we now
expected to find viewpoint dependent performance, because of the nature of the test
trials.
4. Experiment 2

In Experiment 2, the study view was 315� and the intrinsic direction was 0�. The
test configurations for all test views were identical regardless of the viewpoints. We
expected to observe viewpoint dependent performance as in previous studies, such
that performance would be best for the study view of 315�.

4.1. Method

4.1.1. Participants

Thirty university students (15 men, 15 women) participated for the return of mon-
etary compensation.

4.1.2. Materials, design and procedure

The materials, design and procedure were similar to those used in Experiment 1A
except for the following modifications: six configurations of six objects were pro-
duced by removing each object (except the wood; see Fig. 2) from the study config-
uration one at a time; 48 targets were produced by presenting these six
configurations of six objects at eight test viewpoints according to the study configu-
ration; and 48 distractors were produced by presenting the mirror reflections of the
targets with respect to the test viewing directions.

4.2. Results and discussion

Only the responses to the targets were analyzed. Response latency for the correct
responses was analyzed in an ANOVA with a term for test view (0–315� in 45� steps).

Mean response latency is plotted in Fig. 5 as a function of test view. As shown in
the figure, the major findings were these: First, participants were quicker recognizing
the target configurations with the view of 315�, which corresponded to the study
view, than with the view of 0�, which corresponded to the intrinsic axis. Second,
response latency increased with the angular distance (up to 180�) between the test
view and the study view.

All of these conclusions were supported by statistical analyses. The overall effect
of the test view was significant, F(7,203) = 6.94, p < .001, MSE = 1.66. Pairwise
comparisons showed that response latency was shorter for the view of 315� than
for all other views (ts[203] P2.18) with exception of 270� (t[203] = 1.95), which
was significant using one-tailed t-test. To investigate further the quantitative relation
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Fig. 5. Response latency in scene recognition as a function of test view in Experiment 2.
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between angular distance and performance, we redefined test views in terms of their
angular distance from the study view (315� was redefined as 0�; 270� and 0� were
redefined as 45�; etc.). Response latency for the correct responses was analyzed in
an ANOVA with a term for distance to the study view (0–180� in 45� steps). The lin-
ear effect of distance was significant, t(29) = 5.19. The quadratic effect of distance
was also significant, t(29) = 2.11. In particular, there was no significant difference
between the distance 135� and the distance 180�, t(29) = 0.41. No other polynomial
effects were reliable. These results showed that response latency increased with the
angular distance between the test view and the study view, up to 135�.

The results of Experiment 2 showed that recognizing the same configuration
from different test viewpoints is viewpoint dependent suggesting that participants’
viewing direction was represented with respect to the intrinsic frame of reference
in spatial memory and also that the intrinsic-orientation dependent pattern
observed in Experiments 1A and 1B was caused by the different types of triplets
presented at the viewpoints parallel to the intrinsic direction and the viewing
direction.

Experiments 1A, 1B, and Experiment 2 supported the hypothesis that the intrin-
sic-orientation dependent effect was caused by the different triplets and that the view-
point dependent effect was caused by the alignment between the represented intrinsic
reference directions and the identified intrinsic reference direction of the test scene.
This conclusion would be strengthened if we could dissociate these two effects in a
single experiment. In addition, we needed to deal with the possibility that the differ-
ent number of objects used in Experiments 1A and 1B (three) and in Experiment 2
(six) caused the different results between these experiments. Experiment 3 was
designed to dissociate the effect of the study viewing direction and the effect of the
intrinsic reference direction.
5. Experiment 3

In Experiment 3, for one group of participants, the study viewing direction was
315� and the intrinsic direction was 0� and for the other group, the study viewing



W. Mou et al. / Cognition 106 (2008) 750–769 763
direction and the intrinsic direction reversed. Intrinsic triplets, among which two
objects were presented along the intrinsic direction, and non-intrinsic triplets, among
which two objects were presented along the study viewing direction, were presented
at all eight test viewpoints. This two-factors design allowed us to investigate the main
effects and interaction effect of the intrinsic orientation and the viewing direction in
scene recognition.

5.1. Method

5.1.1. Participants

Twenty university students (10 men, 10 women) participated for the return of
monetary compensation.

5.1.2. Materials, design and procedure

Six triplets along the axis of 315� were created as follows: hat–ball–candle, hat–
ball–lock, glue–candle–clip, glue–candle–hat, clip–wood–lock, clip–wood–candle.
Six triplets along the axis of 0� were created as follows: wood–ball–candle, wood–
ball–lock, lock–candle–ball, lock–candle–hat, clip–hat–candle, clip–hat–glue. The
two sets of triplets were therefore non-overlapping such that triplets along the axis
of 0� did not contain any two objects lying along the axis of 315� and the triplets
along the axis of 315� did not contain any two objects lying along the axis of 0�.
All 12 triplets were tested at all of the 8 test viewpoints (0–315� in step of 45�).

Half of the participants had the study view of 0� and the intrinsic direction of 315�
(intrinsic 315 group); the other half had the study view of 315� and the intrinsic
direction of 0� (intrinsic 0 group). Participants were randomly assigned to the intrin-
sic 0 group and the intrinsic 315 group.

One of the primary independent variables was triplets (intrinsic vs. non-intrinsic).
The triplets along the intrinsic direction were defined as the intrinsic triplets, whereas
the triplets along the study viewing direction were defined as the non-intrinsic trip-
lets. Stimuli were counterbalanced through these two conditions across the two
groups of participants. For example, the triplets along the axis of 0� were intrinsic
triplets to the intrinsic 0 group but were non-intrinsic triplets to the intrinsic 315
group. The other primary independent variable was the angular distance of the test
view relative to the study view. For the intrinsic 0 group, the distance of the test view
relative to the study view of 315� was defined in a counterclockwise direction,
whereas for the intrinsic 315 group, the distance of the test view relative to the study
view of 0� was defined in a clockwise direction so that the test view parallel to the
intrinsic direction was defined as 45� from the study view in both groups.

5.2. Results and discussion

Only the responses to the target configurations were analyzed. Response latency
of the correct responses was analyzed in mixed ANOVAs with terms for distance of
the test views relative to the study view (0–315� in 45� steps), triplets (intrinsic or
non-intrinsic) and intrinsic group (intrinsic 315 group or intrinsic 0 group). Distance
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to the study view and triplets were within-participant and intrinsic group was
between-participants.

No effects involving intrinsic group were significant (Fs <1.22). Hence the mean
response latency is plotted in Fig. 6 as a function of distance to the study view
and triplets. As shown in the figure, the major findings were these: First, participants
were quicker recognizing the intrinsic triplets than the non-intrinsic triplets. Second,
participants were quicker recognizing the study view (0� in Fig. 6) than other views
including the intrinsic axis view (45�) for both types of triplets.

All of these conclusions were supported by statistical analyses. The effect of triplet
type was significant, F(1, 18) = 17.35, p < .05, MSE = 5.78. The overall effect of the
distance to the study view was significant, F(7,126) = 4.76, p < .001, MSE = 5.84.
The interaction between type of triplet and the distance to the study view was not
significant, F(7,126) = 0.46, p > .05, MSE = 4.08. Pairwise comparisons showed that
response latency was shorter for the distance of 0� than for all other distances (ts[126]
P2.06) except for the distance of 315� (t[126] = 1.17). To investigate further the
quantitative relation between distance to the study view and performance, we
recoded distance from 0� to 180� by averaging the latency at the same distances
(e.g., 45� and 315�; 90� and 270�; 135� and 225�). Response latency of the correct
responses was analyzed in a mixed ANOVA with terms for distance of the test views
relative to the study view (0–180� in 45� steps), triplets (intrinsic or non-intrinsic) and
intrinsic group (intrinsic 315 group or intrinsic 0 group). The linear effect of distance
was significant, t(18) = 4.88. All other polynomial effects were not reliable. These
analyses show that response latency increased with the angular distance (up to
180�) between the test view and the study view.

The results of Experiment 3 indicate that the different numbers of objects in the
test scenes was not the cause of the different patterns of results in Experiments 1A
and 1B and Experiment 2. The results add further support to the hypothesis that
the intrinsic-orientation effect was caused by the presence of intrinsic triplets at
the test viewpoint parallel to the intrinsic direction but the presence of non-intrinsic
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Fig. 6. Response latency in scene recognition as a function of distance between the test view and the study
view, and type of test scene in Experiment 3.
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triplets at the test viewpoint parallel to the study viewing direction. The results also
add further support to the hypothesis that the viewpoint dependent effect was caused
by the alignment between the intrinsic reference directions in mental representations
and in the target scenes.
6. General discussion

The goal of this project was to investigate whether scene recognition relies on
visual memory that is viewpoint dependent or spatial memory that is intrinsic-orien-
tation dependent. The findings of the experiments support the latter. The triplets
with two objects along the intrinsic direction (intrinsic triplets) were easier to recog-
nize than were the triplets with two objects along the viewing direction (non-intrinsic
triplets), even when the intrinsic triplets were presented at a novel viewpoint and the
non-intrinsic triplets were presented at a familiar viewpoint in Experiments 1A and
1B. Although the learning view effect was also observed in Experiments 2 and 3, this
does not necessarily imply that scene recognition relies on visual memory. Otherwise
it is hard to explain why the intrinsic triplets were easier to recognize than non-intrin-
sic triplets, especially when both were presented at the familiar viewpoint in Exper-
iment 3, and the intrinsic triplets presented at a novel viewpoint were easier to
recognize than non-intrinsic triplets presented at the familiar viewpoint in Experi-
ments 1A and 1B. These results, together with the intrinsic-orientation dependent
results observed in judgments of relative direction suggest that the inconsistent find-
ings in scene recognition and judgments of relative direction in previous studies were
not caused by different tasks. Instead, the different triplets (intrinsic triplets or non-
intrinsic triplets) used in the different test views caused the intrinsic-orientation
dependent result. When the same configurations of objects were tested at different
viewpoints, which has the effect of removing the different intrinsic-orientation effects
across different viewpoints, scene recognition appeared to be viewpoint dependent in
Experiment 2.

The results from this project elaborate and develop the model of spatial memory
and navigation proposed by Mou et al. (2004). According to this model, people rep-
resent interobject spatial relations with respect to an intrinsic reference direction and
also represent their own viewing direction with respect to the same intrinsic reference
direction. When accessing interobject spatial relations, people must identify the
intrinsic reference direction in the test scene first. The intrinsic reference direction
is easier to identify when the test scene contains at least two objects on an axis par-
allel to the intrinsic reference direction than when it does not contain such a set of
objects. Hence the objects-to-intrinsic-reference-direction relations can explain the
intrinsic-orientation dependent result in Experiments 1A and 1B. After people iden-
tify the intrinsic reference direction in the test scene, they need to align the repre-
sented intrinsic reference direction established at the study viewing direction with
the intrinsic reference direction identified in the test scene. No alignment is needed
if the intrinsic reference direction identified in the test scene is the same as what peo-
ple established at their study viewing direction. Hence the self-to-intrinsic-reference-
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direction relation can explain the viewpoint dependent result in Experiment 2 and in
the previous studies (Shelton & McNamara, 2004a, 2004b; Valiquette & McNamara,
in press). The results of Experiments 1A and 1B also imply that when identification
of the intrinsic reference direction required relatively more effort than alignment of
intrinsic reference directions participants were able to recognize the intrinsic triplets
presented at a novel viewpoint (0� in 1A and 315� in 1B) more easily than the non-
intrinsic triplets presented at the viewing direction (315� in 1A and 0� in 1B).

An alternative explanation of our findings is that people store a visual-spatial
snapshot of the study view and an allocentric representation of object-to-object spa-
tial relations (e.g., Valiquette & McNamara, in press). Presentation of a test scene
may result in parallel matching processes between the test scene and each of these
representations. A test scene containing an intrinsic triplet viewed from the study
direction would produce strong signals from both of these matching processes. A test
scene containing an intrinsic triplet viewed from a novel direction would be easy to
match with the object-to-object representation but requires an alignment process for
the visual memory. A test scene containing a nonintrinsic triplet viewed from the
study direction would be more difficult to match with the object-to-object represen-
tation but could produce a strong signal from the visual memory. Finally, a test
scene containing a nonintrinsic triplet viewed from a novel viewpoint would produce
weak signals and require normalization processes for both representations to deter-
mine whether it is a target. If the accumulation of information from these two
matching processes is summative, then independent effects of viewpoint and intrin-
sic/nonintrinsic could result. We acknowledge that the present findings cannot rule
out such an explanation and look forward to seeing new evidence directly proving
that the viewpoint dependent scene recognition in this study was really caused by
the egocentric visual memory.

To our knowledge, no other contemporary models of spatial memory and naviga-
tion can easily explain the present challenging findings. In Sholl’s model (e.g., Easton
& Sholl, 1995; Holmes & Sholl, 2005; Sholl, 2001; Sholl & Nolin, 1997), the spatial
relations among objects are represented in an allocentric object-to-object system.
However that allocentric system uses an orientation-independent reference system
and a dominant reference direction in this system is established by participants’ body
front when participants are perceptually engaged with the environment. This model
cannot explain how participants can use an intrinsic orientation different from their
egocentric front.

Wang and Spelke (2000, 2002) have proposed a model of spatial memory and nav-
igation that consists of both egocentric and allocentric systems. The egocentric sys-
tem represents and dynamically updates spatial relations between the body and
important objects in the surrounding environment. The egocentric system also rep-
resents the appearances of familiar landmarks and scenes. These representations are
viewpoint-dependent and can be conceived of as visual-spatial ‘‘snapshots’’ of the
environment (e.g., Burgess et al., 2004; Diwadkar & McNamara, 1997; Wang &
Simons, 1999). The allocentric system represents the geometric shape of the environ-
ment (e.g., the shape of a room) but not the spatial relations among objects in the
environment. The snapshot representation can well explain the viewpoint dependent
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scene recognition in this project. However it cannot explain the intrinsic-orientation
dependent results. The allocentric system also cannot explain the intrinsic-orienta-
tion dependent result because it does not represent the spatial relations among
objects.

The present findings may also have important implications for the nature of
representations of objects and shapes. People may represent the spatial structure
of a shape (object) with respect to the intrinsic reference direction of the shape
(object) (e.g., Palmer, 1999; Rock, 1973). People may also represent their own
study viewpoint with respect to the same intrinsic reference direction. When they
recognize a shape (object), they first need to identify the intrinsic reference direc-
tion of the shape (object) and then align the intrinsic reference direction of the
test shape (object) with the represented intrinsic reference direction established
from the learned viewpoint. If this implication is correct, both intrinsic-orienta-
tion dependent and viewpoint dependent recognition are expected. Viewpoint
dependent shape (object) recognition has been well documented in the literature
(e.g., Cooper, 1975; Jolicoeur, 1988; Tarr & Pinker, 1989, 1990). These findings
have been taken as evidence of a viewer-centered representation and the normal-
ization processes used to align viewpoint-specific representations of test stimuli
with those represented in memory. As discussed above, in our model, viewpoint
dependent performance may not imply that viewer-centered representations are
being used, but rather it implies that viewing direction is represented with respect
to an object-centered frame. To our knowledge, previous investigations of object
and shape recognition have not dissociated viewpoint dependence from intrinsic-
orientation dependence. Ongoing projects in our laboratory are testing our model
in shape and object recognition paradigms.

In summary, the most important findings from these experiments are the follow-
ing: First, scene recognition is intrinsic-orientation dependent. This means that an
unfamiliar view will be recognized more efficiently if it contains at least two objects
aligned with the intrinsic direction selected at the time of learning. We demonstrated
this finding by showing that test views that contained two objects aligned with the
intrinsic direction were recognized faster than test views that did not contain two
objects aligned with the intrinsic direction. Second, scene recognition is also view-
point dependent. In our model, this result implies that people represent the direction
of their original study view with respect to the intrinsic reference direction. All of
these findings support and develop the allocentric model of spatial memory and nav-
igation proposed by Mou et al. (2004) with the following properties relevant to scene
recognition:

1. Interobject spatial relations are specified with respect to an intrinsic reference
direction in the scene.

2. The study viewing direction of the observer is specified with respect to intrinsic
reference direction.

3. People identify the intrinsic reference direction in the test scene.
4. People align the intrinsic reference direction in the test scene with the represented

intrinsic reference direction specified at the study viewing direction.
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